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Distinguished guests, ladies and gentlemen,

It is my great pleasure to welcome you to the 13th Asia 
Privacy Bridge Forum and Privacy Global Edge event. On 
behalf of Yonsei University, I am truly honored to be part 
of this significant occasion. I extend a warm welcome 
to Chairman, Hak-soo Ko of the Personal Information 
Protection Commission in the Republic of Korea and 
Executive Director, Ivin Ronald D.M. Alzona of the National 
Privacy Commission in the Republic of Philippines. Your 
presence underscores the importance of our gathering 
today.

As we embark on this journey into the age of AI, we face both 
exciting opportunities and critical challenges. To address 
these challenges, I believe that developing trustworthy AI 
and establishing effective global AI governance are crucial. 
The 13th Asia Privacy Bridge Forum and Privacy Global Edge 
focused on 'International Collaborations in Trustworthy AI 
Governance and Privacy,' which is a timely and significantly 
important topic.

The Barun ICT Research Center and the Korea CPO Forum 
have been at the forefront of addressing the growing threat 
of personal data protection breaches. As evidenced by 
the recent viral deepfake video of a South Korean political 
figure, these deceptive AI-generated videos pose a serious 
risk to democratic processes. This incident underscores the 
urgent need for global collaborations. To combat this and 
safeguard individual privacy, collaborative efforts among 
regulatory bodies, experts, and practitioners are essential.

Above all, the forum has attracted a diverse range of 
stakeholders, demonstrating its global influence in shaping 
the future of data privacy and protection. We have attracted 
participants from 19 countries, including China, Japan, 
Taiwan, Singapore, Indonesia, Malaysia, and India. The 
involvement of international organizations like the OECD 
and APEC, leading NGOs, 15 major government agencies 
including personal information protection commissions, 20 
key institutions and research institutes focused on personal 
information protection from each nation, 7 leading global 
law firms like Baker McKenzie, a diverse range of global big 
tech companies such as Meta, MS, Google, eBay, NVIDIA, 
Facebook, ASML, NAVER, Kakao, NEXON, and NC Soft, and 
around 40 major universities worldwide including Singapore 
Management University have taken part in this event.

One of the key achievements of this forum is its focus 
on examining AI technology and privacy issues from an 
Asian perspective on AI and privacy. Asia's rich cultural and 
historical diversity provides a valuable lens for examining 
these complex issues. By fostering collaboration and 
sharing insights across the region, I firmly believe this 
forum provides a significant opportunity to amplify Asia's 
voice in the trustworthy AI governance conversations and 
seek international collaborations.

Esteemed participants, we are living in one of the most 
exciting and challenging periods in human history. AI 
technology offers us limitless possibilities, but it also 
demands our wise choices and collaboration. I sincerely 
hope that this Asia Privacy Bridge Forum and Privacy Global 
Edge will serve as a milestone in addressing the challenges 
of the AI era and creating a more just, equitable, and 
prosperous future. We look forward to your enthusiastic 
participation and insightful discussions.

In conclusion, I would like to express my heartfelt thanks 
to Chairman Tae-myoung Chung of the Korea CPO Forum 
and Executive Director Beomsoo Kim of the Barun ICT 
Research Center at Yonsei University for organizing this 
meaningful event. I also extend my gratitude to all the 
faculty members and staff of both institutions who have 
dedicated their efforts to prepare for this forum. May you 
all gain valuable insights and have a memorable time at the 
13th Asia Privacy Bridge Forum and Privacy Global Edge 
event.

Thank you.
Won-Yong LEE

Senior Vice President for Research Affairs, 
Yonsei University

Welcoming Remarks





Recent advancements in AI technology have accentuated 
the growing importance of data governance and privacy, 
while also highlighting the need for international 
cooperation.

The 13th Asia Privacy Bridge Forum, in conjunction 
with Privacy Global Edge, will convene under the 
theme "International Collaborations in Trustworthy AI 
Governance and Privacy." This forum offers a unique 
opportunity for learning and growth in your respective 
fields. It aims to engage in profound discussions on global 
collaborative strategies to build a happier society in the 
AI era. The myriad of ethical issues surrounding data 
protection and privacy, particularly when intertwined with 
artificial intelligence technologies, necessitate proactive 
cooperation among nations to strike an equilibrium between technological progress and regulation, thus fostering corporate 
innovation.

Consequently, the 13th Asia Privacy Bridge Forum will go beyond the mere exchange of knowledge pertaining to personal 
information protection. It will serve as a platform for a thorough analysis of the changes and impacts that artificial intelligence 
technology will have on various aspects of our lives, including work, education, entertainment, and politics. Furthermore, it 
will provide an opportunity to collectively generate innovative ideas and collaborative measures across these domains.

We are confident that your active participation will make a substantial contribution to establishing a forum for discussions that 
will shape a better future through the 13th Asia Privacy Bridge Forum.

Beomsoo KIM
Executive Director, Barun ICT Research Center

Invitation to
2024 Asia Privacy Bridge Forum
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Jason Grant Allen is an Associate Professor of Law and Director of CAIDG, an interdisciplinary 
research center focused on the law and regulation of emerging digital technologies at SMU 
Yong Pung How School of Law. He is also an Adjunct Associate Professor (an honorary 
appointment) at his alma mater, the University of Tasmania School of Law, a Research Affiliate 
at the Cambridge Centre for Alternative Finance at the Cambridge Judge Business School, and 
an Urban Fellow at the SMU College of Integrative Studies Urban Institute.
He graduated from law school during the GFC (and, he would later discover, the birth of 
crypto). Right after graduation, he packed off to New York, cramming for the Bar Exam 
in 2008, and watched modern history unfold on Wall Street. This led him to pursue a 
postgraduate degree in international economic law and sparked a lifelong fascination with the 
changing world we live in.
He enjoys working where law meets emerging technologies. For the past few years, he has 
been busy with blockchain and DLT. He is interested in money (whatever that may be today!), 
decision systems, and the interfaces between the "real world" and "virtual" spaces of social 
and economic interaction—in short, wherever law, in all its path-dependent glory, meets with 
technology-driven (but all-too-human) behaviors.

Jason Grant ALLEN
Associate Professor, Singapore Management University,  

Yong Pung How School of Law, Singapore

Singapore's Evolving Approach to AI Governance
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This presentation explores Singapore's evolving AI governance framework, highlighting the 
country's strategic approach to balancing innovation with public trust and safety. As one of 
the most AI-ready jurisdictions globally, Singapore has positioned AI as a key driver of its 
economic development while adopting a collaborative and risk-based governance model. 
The discussion covers key initiatives such as the Model Framework for AI Governance, AI 
Verify Toolkit, and the National AI Strategy (NAIS 1.0 and 2.0), focusing on the alignment 
between government, industry, and research in building a robust AI ecosystem.
 The presentation also delves into Singapore’s "soft-touch" regulatory approach, which 
emphasizes voluntary standards and quasi-regulation, while comparing it with more rules-
based models such as the EU’s and China's. Special attention is given to sector-specific 
AI governance in finance, through the FEAT Principles and Veritas Toolkit, and technology-
specific governance for generative AI, addressing issues like content provenance, safety, 
and AI for the public good.
 Additionally, Singapore's role in shaping regional AI governance through ASEAN and its 
global influence in international AI forums are discussed. The future outlook considers the 
potential shift toward more formal regulation as emerging technologies evolve and the need 
for sustained public trust and collaboration in AI governance.
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: To provide an overview of Singapore’s AI governance framework, key policies, and 

Singapore’s Evolving AI Governance 
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Singapore’s AI Governance Milestones


o

o



▪

▪

o (State’s Dual Role as Regulator and Investor/Purchaser: 

: Alignment with Singapore’s digital transformation vision.

▪

▪

—

Context & Key Characteristics of Singapore’s AI Governance Approach
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 : Practical tools for testing and evaluation within organizations. “Audit by any other name?” 

o







 Challenges of “encoding” normative governance principles into product 





o

o

o
“human centric” values.

o

o

o

o

o
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o : Broad alignment with Singapore’s AI governance principles.

o Singapore’s Role in Shaping Regional AI Strategy





o

o

 : Details “dimensions” for governing generative AI, including 

o

o

o
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o : Singapore’s capacity to shift toward more formal 

o

o

o

society and economy as well as geopolitical “elephant in the room”?) 
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Dr. Qing He is an Assistant Professor in the Law Faculty at Beijing University of Posts and 
Telecommunications, China. She specializes in competition law and Internet law and holds a 
PhD in economic law. Her teaching and research interests include data protection, technology 
regulation, economic analysis of law, and comparative law.
Dr. He’s recent work includes “Rethinking the Legal Regulation of Internet Platform Monopoly 
in China” (P&I, 2022), which is based on her conference paper presented at the Internet 
Governance Forum (IGF) 2021 – WS #77, focusing on antitrust regulation of Internet platforms 
from a global perspective. Her other recent publication, “Refresh the Reasonable Expectation: 
The Key to the Modern Privacy Rules” (Journal of Internet Law, 2023), explores data portability 
and individual autonomy, drawing on legal practices in the US, EU, and China. Additionally, Dr. 
He presented her work, “How Far Are We from Reaching a Consensus: China’s Governance of 
ADM in Global Context,” at the 21st Chinese Internet Research Conference (CIRC 2024).

Qing HE
Assistant Professor, Beijing University of Posts 

and Telecommunications, China

Data Protection, Competition, and AI 
Governance: The Importance of Data Portability 
and ADM Governance in Data Protection Laws
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This presentation addresses the complexities of data use policies and their effects on 
competition, particularly focusing on how these policies may hinder or promote competitive 
dynamics. Although certain data transfer policies, such as those enabling data portability 
rights, have the potential to enhance competition, the practical implementation of these 
policies often falls short in fostering competitive markets.
 The presentation also delves into the governance of Automated Decision-Making (ADM) 
and its relationship with broader AI governance frameworks. Under data protection laws in 
both China and the EU, individuals are granted the right to challenge algorithmic decisions 
that have a significant impact on them, highlighting the role of ADM governance in AI 
regulation. Key aspects explored include legal definitions, protection policies, and liability 
rules. A comparative analysis of ADM governance across the EU, the United States, and 
China is provided, including the scope and definition of automated decision-making, its 
effect on individual rights, and how ADM governance intersects with policies on Generative 
AI. Relevant legislation such as the EU’s AI Act, the U.S. Blueprint for an AI Bill of Rights, 
Biden’s Executive Order, and China’s Personal Information Protection Law and related 
algorithmic provisions are examined in this context.
 Finally, the presentation emphasizes the importance of risk classification in AI systems, 
with a particular focus on legal practices in China. Three case studies are used to illustrate 
the significance of this issue: credit scoring systems within financial services, price 
discrimination in online services, and electronic surveillance and management systems in 
workplace environments. These examples demonstrate the critical need for a structured 
approach to identifying and mitigating risks within AI systems across various sectors.
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Kohei is the Co-Founder of Privacy by Design Lab, a leading data privacy culture and society 
community. As a non-profit organization, Privacy by Design Lab was originally established as a 
privacy-oriented corporate structure program and policymaking initiative. We collaborate with 
multiple stakeholders, including public affairs, government, companies, civic organizations, and 
international watchdogs to enhance fundamental privacy culture. He has spoken at numerous 
international conferences, such as UNESCO, and participated in open-source projects as a 
data privacy and blockchain expert. He also has extensive experience in education and non-
profit organizations, and has worked with secretaries of local politicians around the world to 
create and develop public policy.

Kohei Kurihara
CEO, Privacy by Design Lab, Japan

Designing Accountable Community 
in the Emerging AI period
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This presentation focuses on delivering key insights to the design community and 
emphasizing accountability in the process of developing AI services and products. In line 
with the emerging AI trend in society, AI developers and providers are increasingly expected 
to take on responsibility, especially as regulatory and societal demands on the supply side 
rise in the coming decades.
To address this challenging theme, the discussion highlights the crucial role the design 
community plays in enhancing safety and accountability in relationships between diverse 
stakeholders. Additionally, by sharing effective knowledge and experiences, the community 
can prevent unexpected consequences by integrating different perspectives and insights 
early in the process.
The community comprises various experts and practitioners, deepening mutual literacy and 
occasionally leveraging their work through "connecting the dots" via project collaborations. 
These projects strengthen the trusted networks among parties that share a similar vision, 
contributing to the community’s goals.
These are the main topics in this presentation. The necessary action in the emerging AI 
period to prevent the unexpected consequences Multi-stakeholder based accountability 
model by sharing diverse experiences and methods Learning and Sharing community 
function to leverage community member synergies in the projects Designing the vision and 
roadmaps with diverse backgrounds beyond the cultures and histories Finding the remarks 
of community benefits against the AI harms As a conclusion, the presenter will show future 
affection with community based authentic relationship building from his past methodology 
and containing the actionable planning to design community network. And he will speak 
about the future community design to boost the designing opportunities in multilateral 
Asian approaches.
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Professor Orla Lynskey holds a Chair in Law and Technology at UCL Laws and is a Visiting 
Professor at the College of Europe, Bruges. She teaches and conducts research in the areas 
of data protection, data governance, fundamental rights, competition, and regulation. Prior to 
joining UCL Laws, she was an Associate Professor at the LSE Law School, which she joined 
in 2012. She is the joint Editor-in-Chief of International Data Privacy Law (Oxford University 
Press) and an Editor of the Modern Law Review. Orla regularly engages with policymakers 
and has provided invited evidence to the British Houses of Parliament, the US FTC, the Global 
Privacy Assembly, and the OECD, among others.

Orla Lynskey
Professor, University College London, Faculty of Laws, UK

Taking Stock: Data Protection, Privacy, 
and Competition Law
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Data protection and competition law have historically been treated as distinct fields of law 
with clearly demarcated boundaries, and there has been significant resistance to breaking 
down these boundaries. Nevertheless, legal and technical developments (such as Apple's 
use of a privacy defense to defend against allegations of abuse of market power) mean 
that their intersection is now inevitable. This presentation maps out and critically analyzes 
four ways in which these areas of law influence one another. First, data protection law is 
not neutral—its application (or lack of application) affects market dynamics in a way that 
is relevant to competition law. Second, data protection is integrated into competition law 
analysis as part of the consumer welfare benchmark. Third, competition considerations 
influence the interpretation of some data protection concepts, such as consent, and the 
extent of data protection interferences. Finally, the legislature recognizes this intersection 
by imposing limitations on the data processing activities of digital gatekeepers, subject to 
data protection law.
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HYPOTHESIS  

Mutually impactful relationship between 
competition and data protection/privacy  
- Points of coherence  
- Tensions  
 
Reflected in judicial, legislative and 
institutional developments 

 
TAKING STOCK:  

 
DATA PROTECTION, 

PRIVACY  AND 
COMPETITION LAW  

 
13th Asia Privacy Bridge Forum  

Prof. Orla Lynskey – UCL Laws (o.lynskey@ucl.ac.uk)  
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THE COMPETITIVE IMPLICATIONS OF 
DATA PROTECTION 

- Renders data sharing “impossible” 
- Reduces incentives for data sharing  
- Influences with whom you merge  
- High costs of non-compliance (e.g., polluted 

data-sets)   
- Uncertainty costs  
- Trust effect on data subjects (household 

names)  
Gal and Aviv, 2020  

 
 

The 
competitive 

implications of 
data 

protection 

Integrating 
data 

protection into 
competition 

analysis  

Integrating 
competition 
analysis into 

data protection 

Legislative 
intersections 

FOUR POINTS OF INTERSECTION 
BETWEEN DATA PROTECTION AND 

COMPETITION  
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COMPETITION ON DATA PROTECTION  

Data protection law as a normative benchmark: 
recognised by EU Commission in Microsoft/LinkedIn  
 
- Abusive exploitation on data use conditions 
- ‘Predatory’ data protection policies?  
- Agreement to restrict competition on data 

protection  
- Non-compliance with data protection law as an 

indication of departure from ‘competition on the 
merits’  

 
 
 

THE COMPETITIVE IMPLICATIONS OF 
DATA PROTECTION: OBSERVATIONS 

  
The enforcement of data protection legislation (or lack 
thereof) affects competitive dynamics  

 
Assumption in competition law literature that data 
protection law displays a preference for first-party data 
“sharing” rather than third-party 

 
Data protection law may have competitive “costs”: a 
societal cost of privacy  
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COMPETITION ON THE MERITS : 
SUBSTANTIVE OBSERVATIONS 

Identifying qualitative criteria to assess quality 
 
- Discretion in regulatory framework leaves 

scope for competition  
- Global convergence around a core set of data 

privacy principles (Convention no.108; FIPPs) 
- Data security; data accuracy; anonymization; 

data minimization; transparency.  
 
Also: entrenches an individualistic approach to 
data protection law  

  
CCOOMMPPEETTIITTIIOONN  OONN  DDAATTAA  

PPRROOTTEECCTTIIOONN    
MMEETTAA  PPLLAATTFFOORRMMSS  ––  CCJJEEUU    

[Users of dominant services] mmuusstt  bbee  ffrreeee  ttoo  rreeffuussee  
iinnddiivviidduuaallllyy  [[……..]]  ttoo  ggiivvee  tthheeiirr  ccoonnsseenntt  to particular data 
processing operations not necessary for the 
performance of the contract, wwiitthhoouutt  bbeeiinngg  oobblliiggeedd  ttoo  
rreeffrraaiinn  eennttiirreellyy  ffrroomm  uussiinngg  tthhee  sseerrvviiccee  ooffffeerreedd  bbyy  tthhee  
oonnlliinnee  ssoocciiaall  nneettwwoorrkk  ooppeerraattoorr, which means that those 
users are to be offered, if necessary for an appropriate 
fee, an equivalent alternative not accompanied by such 
data processing operations. [150]  
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THE RELEVANCE OF COMPETITION 
TO DATA PROTECTION 

Search engine enables any internet user to obtain a ‘structured 
overview’ of information relating to the individual, including 
‘information which potentially concerns a vast number of aspects 
of his private life and which, without the search engine, could not 
have been interconnected or could have been only with great 
difficulty’ (Google Spain, [36-38])  
 

‘Furthermore, the effect of the interference with those rights of 
the data subject is heightened on account of the important role 
played by the internet and search engines in modern society, 
which render the information contained in such a list of results 
ubiquitous...’ [80] 
 

 

COMPETITION ON THE MERITS :  
INSTITUTIONAL OBSERVATIONS 

 
 
Competence creep and possibility that competition 
authorities will “get there first” and interpret data 
protection through an economic lens  
 
Role of civil society: do competition proceedings 
facilitate third party interventions on non-economic 
grounds?  
 
What impact does this have on the role of private 
enforcement of data protection law?  
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The 
competitive 

implications of 
data 

protection 

Integrating 
data 

protection into 
competition 

analysis  

Integrating 
competition 
analysis into 

data protection 

Legislative 
intersections 

FOUR POINTS OF INTERSECTION BETWEEN DATA 
PROTECTION AND COMPETITION  

Are these 
intersections visible 

in Asia?  
 

How do dynamics 
differ, if at all?  

LEGISLATIVE INTERSECTIONS:  
THE GDPR/DIGITAL MARKETS ACT  

GGaatteekkeeeeppeerr::    
- Providing Core Platform Services  
- Significant impact on the Internal Market  
- Enjoys or will enjoy an entrenched and durable position  

 
AArrttiiccllee  55::  OObblliiggaattiioonnss::    
 
- A series of prohibitions relating to personal data: 

behavioural advertising; combination and cross-use of 
data; automated sign-ins to GK services  

- BUT not applicable where end user has been provided 
with a specific choice and consents.  
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Kunifumi Saito is an Associate Professor in the Faculty of Policy Management at Keio 
University. He specializes in civil liberties and technology law. His current research interests 
include privacy and data governance. He received a Ph.D. in Media and Governance from 
Keio University and a J.D. with summa cum laude honors from Waseda Law School. He is a 
member of the Daini Tokyo Bar Association and practiced law at Jones Day in Tokyo. Prior to 
joining Keio University in 2017, he served as Deputy Director in the Japanese Government's 
Consumer Affairs Agency and as Senior Manager of the Information Systems Planning 
Department at Mitsubishi UFJ Financial Group. He is the vice-chairperson of the Privacy Mark 
System Committee of JIPDEC, the chair of the Business Law Study Group of the Information 
Network Law Association in Japan, and a member of the editorial board of the Japan Society 
of Information and Communication Research.

Kunifumi SAITO
Associate Professor, Faculty of Policy Management, 

Keio University, Japan

Reproduction of Personas with AI 
and the Right of Publicity
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This presentation examines the relationship between the personality rights and the right of 
publicity in the context of the reproduction of personas using artificial intelligence.
In the United States, most lawyers consider the right of publicity to be a type of intellectual 
property right like copyright. Recently, however, an argument has emerged that emphasizes 
the similarities with the right to privacy. It classifies the functions of the right into four 
categories: the Right of Performance, the Right of Commercial Value, the Right of Control, 
and the Right of Dignity. It is significant that the similarity between the Right of Commercial 
Value, which is the core of the function, and the trademark right has been pointed out.
Meanwhile, in 2012, the Japanese Supreme Court positioned the right of publicity as a 
kind of personality right. However, the official commentary to the decision emphasizes 
the similarities between the right of publicity and copyright. And in practice, disputes over 
the right of publicity are assigned to the specialized divisions for intellectual property of 
the courts. In addition, the case law of the lower courts distinguishes between the right 
of publicity and the rights of personality that relate to moral damages, such as the right of 
privacy and the right of likeness.
Under Japanese law, personal rights cannot be inherited. For this reason, it is believed that 
a celebrity's right of publicity also ceases upon his or her death. In this presentation, we will 
examine the legal rights involved in the reproduction of the persona of the deceased using 
artificial intelligence. In our discussion, we will draw on a theory from the United States that 
focuses on the similarities between the right of publicity and trademark law.
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Dae-Hee Lee is a Professor of Law at Korea University School of Law, specializing in 
Information Technology Law and intellectual property. He holds a Doctor of Juridical Science 
(S.J.D.) from the University of Wisconsin, Madison, where he also earned his LL.M. and M.L.I. 
degrees. Additionally, he holds a Master of Law and a Bachelor of Law from Korea University.
Professor Lee has been a WIPO Domain Name Panelist since 2008 and a licensed attorney in 
New York since 2000. He serves as a mediator for the Internet Address Dispute Resolution 
Committee and the Seoul Central District Court. He is also a director at Creative Commons 
Korea and editor-in-chief of a quarterly publication on copyright. His expertise in copyright and 
IT law has made him a prominent figure in both South Korea and international legal circles.

Dae-Hee Lee
Professor, Korea University, Law School, Republic of Korea

Personal Data & Generative AI
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The presentation addresses Korea's personal data regime and its related issues concerning 
AI development. Specifically, it focuses on the recently released "Guidelines on Processing 
of Personal Information Publicly Available for the Development and Deployment of AI 
Models" by Korea's Personal Data Protection Commission. The presentation argues that 
personal data concerns should not serve as obstacles to AI development.
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Senior Advisor, Protecting Children from Digital Harm, 
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Initiative, UK

2
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Policy Specialist, Digital Engagement and Protection, 
UNICEF Innocenti, Italy

1
Byungsoo Jung
Director, Children's Rights Division, The Korean 
Committee for UNICEF, Republic of Korea

Chair
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Byungsoo Jung is a child rights advocate based in Seoul, South Korea. He was a founding 
member and served as the Secretary General of the International Child Rights Center (InCRC) 
for a decade, and is currently the Director of Child Rights and Advocacy at UNICEF Korea.
He has worked to promote the Convention on the Rights of the Child and to support 
governments and international NGOs in implementing it more effectively. Additionally, he has 
served as a child rights education trainer.
Byungsoo Jung has also worked to improve children's rights in Korea and neighboring 
countries by utilizing international human rights mechanisms, such as the Convention on the 
Rights of the Child and the Universal Periodic Review (UPR). He majored in child counseling 
and psychology, as well as human resource development, and his doctoral research focuses 
on the competency model of child rights advocates.

Byungsoo Jung
Director, Children's Rights Division, The Korean Committee for UNICEF, 

Republic of Korea

Challenges for Non-digital Natives 
to Protect the Rights of Digital Natives
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In 1989, Tim Berners-Lee proposed the concept of hypertext called the World Wide Web 
(WWW). That same year, the UNGA unanimously adopted the UN Convention on the Rights 
of the Child (CRC). The WWW and CRC may not seem to have any direct connection, but 
the publication of these two documents has had a profound impact on life, especially for 
children.
Children have traditionally been marginalized and viewed as a labor force, parental property, 
etc. However, the CRC affirmed that children are subjects of rights. Digital technology has 
also brought about significant changes in the expansion of children's rights. Educational 
materials available online support children's 'self-directed learning,' and 'distance learning' 
ensures equal educational opportunities for vulnerable children. It also facilitates social 
participation. Therefore, children are referred to as digital natives.
In response to the growing influence of digital technology, the UN Committee on the 
Rights of the Child (the Committee) issued "General Comment No. 25 on Children's Rights 
in Relation to the Digital Environment" in 2021. Children from around the world expressed 
concerns that while digital technology is an indispensable tool in their lives, it exposes them 
to the risk of violence, abuse, misinformation/disinformation, and the collection of personal 
information, which can lead to further risks. The Committee urges all States Parties to 
protect children from harmful content, all forms of violence in the digital environment, 
respect and protect children's privacy, and regulate advertising and marketing in digital 
services that are inappropriate for children.
UNICEF, the only agency explicitly mandated by the CRC, is also committed to protecting 
children's rights in the digital environment. It has established a strategic framework 
for online child protection and seeks collaboration from various stakeholders, including 
governments, businesses, caregivers, educators, and children. It is also moving quickly to 
provide direction for emerging technologies such as AI guidance.
UNICEF calls on all stakeholders to make choices and take actions that put children at the 
center. This is similar to how traffic lights and laws were created to bring order to roads that 
had become chaotic and dangerous with the increase of cars. The difference is that 'child-
centered' approaches are built in from the start to reduce trial and error.
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Digital technologies contribute to the promotion, protection and fulfillment of child 
rights 

Every child is protected from violence and exploitation associated with digital technologies

Child rights due 
diligence 

Regulatory 
framework 

Transparency and 
accountability 

 

To implement regulatory frameworks, 
industry codes and terms of services that 
adhere to the highest standards of ethics, 
privacy and safety  

To provide age-appropriate explanations of their 
terms of service to children, or to their parents 
and caregivers  

Data protection 

To ensure data protection to avoid targeting 
children for commercial interests  

Capacity Building 

To receive training that includes how the digital 
environment affects the rights of the child in 
multiple contexts 
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Steven Edwin Vosloo is a technology, policy, and innovation specialist at UNICEF Innocenti – 
Global Office of Research and Foresight. He works at the intersection of children, emerging 
tech, foresight, and policy, covering issues such as children and AI, digital disinformation, 
the metaverse, neurotechnology, and digital equality. With over 20 years of experience 
in innovating digital technologies for social good, he has served as head of mobile in the 
Innovation Lab at Pearson South Africa, led the mobile learning program at UNESCO, held 
the prestigious Fellowship for 21st Century Learning at the Shuttleworth Foundation, and is a 
research fellow alum at Stanford University.

Steven Edwin Vosloo
Policy Specialist, Digital Engagement and Protection, 

UNICEF Innocenti, Italy

Children and AI: Key Issues to Consider 
to Empower and Protect Them



Abstract

94

 This presentation provides a detailed framework for pseudonymizing unstructured data, 
critical for privacy and AI applications. Starting with an introduction to the importance of 
pseudonymization in today’s data-driven landscape, it outlines key methodologies for 
handling sensitive information in formats like images, videos, and free text.
 Practical applications across fields such as healthcare, security, and AI development are 
presented, illustrating real-world benefits and challenges. The presentation concludes with 
a step-by-step approach to pseudonymization—spanning preparation, risk assessment, 
processing, and management—designed to foster responsible and compliant data usage in 
an evolving regulatory environment.
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The child rights 
framework

 

CHILD RIGHTS: 
Acting in the 
best interests 

of the child 

CHILD RIGHTS

Children and AI
Asia Privacy Bridge Forum, Oct 2024
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27.9.2024AI FOR CHILDREN4

Excerpts from child 
consultations 

“I am concerned about exactly the same thing that 
excites me, the fact that it accesses information, not 
just about things or places, but about people and that 
is where the fine line on people's privacy begins to 
break.”

“It is also very important to educate from an early age 
what AI is, how it can help us and the care we should 
take.”

“I am enthusiastic about the idea of being able to 
contribute in the future from my point of view as a 
woman and to be able to study a career in this area in 
order to develop inclusive artificial intelligence.”

“Most of the technologies that exist are not made with children in mind.”.

UNICEF OFFICE OF GLOBAL INSIGHT AND POLICY

OFCOM (UK) (2023)

• Gen Z driving early adoption of Gen AI: 4/5 online 
teenagers aged 13-17 now use generative AI tools and 
services + 40% of younger children aged 7-12 also 
adopting the technology

• Snapchat My AI used by half of online 7–17-year-olds

• 2/3 of online 16–24-year-olds most likely to be worried 
about its societal implications (67%)

CHILDREN AND GEN AI

Smart toy Panda Bear by Fisher Price

FOSI (US, Germany, Japan) (2023)

Common Sense Media (USA) (2024)

• Teens are embracing generative AI sooner than adults: 70% of teens 
have used at least one type of gen AI tool

• Teens are using gen AI to help them with their school assignments, 
but not always with their teacher's permission. While 41% of teens who 
used generative AI to help with schoolwork did so with their teacher's 
permission 

• Generative AI use may be exacerbating existing disparities in 
schools. Black students are twice as likely as White or Latino students to 
say they had been flagged for having used generative AI on their 
schoolwork—when they had not used such a tool
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www.unicef.org/aiforchildren 

CHILDREN AND AI 

Concerns, risks and harms
• Systemic and automated discrimination and exclusion through bias → Image generators

• Limitations of children’s opportunities and development from AI content → Persuasive mis/disinformation, skewed worldview, 
inappropriate emotional support

• Infringement on data protection and privacy rights 
→ More intimate experiences with AI-powered voice assistants and chatbots

• “Deepfakes” of non-consensual intimate images and videos generated by AI

• Exacerbating the digital divide

• → Affects their present and future: With risks, we don’t know the long-term impacts (positive or negative) on children’s social, 
emotional and cognitive development
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CHILDREN AND AI POLICIES

Ensure safety for children

I need to be safe in the AI world.

• Safety-by-design

• Initial and ongoing child-rights impact assessments

• Leverage the use of AI systems to promote children’s safety

• Pilot: SomeBuddy

• Thorn report: Safety by Design for Generative AI

Child-centred AI
Support children's development and well-being

Ensure inclusion of and for children

Prioritize fairness and non-discrimination for children

Protect children's data and privacy

Ensure safety for children

Provide transparency, explainability, and accountability for children

Empower government and businesses with knowledge of AI and children’s 
rights

Prepare children for present and future developments in AI

Create an enabling environment for child-centred AI

Uphold children’s rights 
Through the lenses of protection, provision and participation

Requirements

Foundation
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CHILDREN AND AI POLICIES

Prioritize fairness and non-discrimination 
for children

AI must be for all children.

• Support the most marginalized children, including girls, 
children from minority or marginalized groups, children with 
disabilities and those in refugee contexts

• Develop datasets so that a diversity of children’s data are 
included

• Pilot: Hello Baby: Allegheny County Department of Human 
Services (USA)

CHILDREN AND AI POLICIES

Protect children’s data and privacy

Ensure my privacy in an AI world.

• Responsible handling of children’s data

• Adopt a privacy-by-design approach

• Special protections for marginalized groups and for particularly 
sensitive data, including ethnicity and biometric data
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CHILDREN AND AI POLICIES

Coming up from UNICEF
• Disrupting Harm data

• Accessible Digital Textbooks using AI

• Neurotechnology and children

• Guidance on Child Rights Impact Assessments
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Jeffrey DeMarco is a senior policy and insight professional with expertise in forensic 
psychology and criminology. The majority of his operational, policy, and insight work explores 
the intersection of psychology and technology. This has included work for the European 
Commission, enhancing the policing of online child sexual abuse; investigating youth justice 
systems and digital safety for UNICEF across the MENA region and eastern Africa, and 
establishing educational programs for parents and young people focusing on digital literacy; 
improving partnerships between local communities and military forces in conflict zones, 
including Iraq and Afghanistan, while developing well-being 'hubs' for families to access health, 
education, immigration, and criminal justice support; and assessing the psychopathology of 
adolescent victims and offenders of violence presenting to the police and statutory services. 
He is currently Save the Children UK Senior Technical Advisor for Protecting Children from 
Digital Harm.

Jeffrey DeMarco
Senior Advisor, Protecting Children from Digital Harm, 

Save the Children's Global Safe Digital Childhood Initiative, UK

Safeguarding and Empowering Vulnerable 
Children in the Digital Age: Save the Children's 

Global Initiatives
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This presentation explores Save the Children’s comprehensive efforts to protect and 
empower vulnerable children online through three key initiatives.
First, the Safe Digital Childhood Coalition addresses online protection challenges in the 
Global South, where inadequate regulations expose children to online risks. Notable examples 
include the development of Sri Lanka's National Action Plan, aligned with WeProtect Global 
Alliance recommendations, and the SaferKidsPH program in the Philippines, which combats 
online sexual exploitation and abuse.
Second, the organization promotes digital literacy and inclusive online safety education 
through initiatives such as the IT for Learning/DIGITAL project in India and Indonesia, 
and a cyber safety campaign led by Save the Children Australia across Pacific nations, in 
collaboration with Facebook.
Finally, Save the Children is leveraging technology to tackle online harms with innovative 
approaches, including an AI-powered project in India aimed at preventing online violence, a 
collaboration with NetClean to detect abuse materials on corporate devices, and the Cloud 
Chaos mobile game developed in Cambodia. Together, these programs highlight a global 
strategy to safeguard children and empower them as responsible digital citizens.
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Side event Q&A Session

October, 17, 2024, 15:00~20:00

Chairs 
• Beomsoo KIM, Executive Director, Barun ICT Research Center, Yonsei University, Korea
• Sangmi Chai, Professor, Ewha Women’s University, Korea

Participants
• Jae-Suk Yun, CPO, ASML KOREA, Korea
• Susan Park, Senior Attorney, Bae, Kim & Lee LLC, Korea
• Sanghoon Shin, Senior Attorney, Bae, Kim & Lee LLC, Korea
• Taeuk Kang, Partner, Bae, Kim & Lee LLC, Korea
• Qing HE, Assistant Professor, Beijing University of Posts and Telecommunications, China
• Kohei Kurihara, CEO, Privacy by Design Lab, Japan
• Kunifumi SAITO, Associate Professor, Faculty of Policy Management, Keio University, Japan
•  Jeffrey DeMarco, Senior Advisor, Protecting Children from Digital Harm, Save the Children's 

Global Safe Digital Childhood Initiative, UK 
• Jillian Chia, Attorney, SKRINE, Malaysia
• Hitomi Iwase, Attorney, Nishimura & Asahi, Japan
• Huyen-Minh Nguyen, Senior Associate, BMVN International LLC, Vietnam
• Dominic Edmondson, Special Counsel, Baker McKenzie, Hong Kong
•  Stella Micheong Cheong, Research Professor, Barun ICT Research Center, Yonsei University, 

Korea
• Junhee Park, Research Professor, Barun ICT Research Center, Yonsei University, Korea
• Jun-hyuk Lee, Research Professor, Barun ICT Research Center, Yonsei University, Korea

Exploring the Intersection of AI Governance, 
Privacy, and Competition Laws in the AI Era

Closed Session at the Whale conference room, Bae Kim and Lee LLC.
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Recent amendments to Korea's Personal Information 
Protection Act (PIPA) have introduced a significant shift 
towards ‘free will consent,’ empowering individuals with 
greater control over their personal data. This presentation 
delves into the implications of this change, examining how 
service providers must adapt their consent mechanisms 
to align with these new standards. It discusses the impact 
on business practices, such as targeted advertising and 
personalized content, and explores the challenges and 
opportunities posed by PIPA's evolving landscape in the 
context of international data flows. 

This presentation explores diverse regional and global 
responses to major personal data protection laws, with 
a focus on the European GDPR and Korea’s Personal 
Information Protection Act (PIPA). It highlights key 
differences in enforcement and interpretation, including 
Korea’s strict adherence to ‘free will consent,’ and discusses 
the challenges posed by cross-border data transfers.

Dr. Chai addresses the intricate relationship between 
competition laws and data protection regulations in 
major regions, including Europe, the U.S., and Asia. This 
conversation discusses the challenges of balancing data 
privacy with competitive market dynamics, focusing 
on areas such as platform regulation, AI-driven data 
monopolies, and the role of antitrust authorities in 
overseeing tech giants.

This presentation delves into regional variations in data 
breach notification requirements, highlighting the Asia 
Privacy Bridge Forum's role in responding to data breaches 
across Asia. We will also discuss collaborative efforts with 
international organizations to develop unified standards 
and enhance cross-border data protection.

1
New Developments in the 
Korea Data Protection Act 
Susan Park, Senior Attorney, 
Bae, Kim & Lee LLC, Korea

4
Data breach notification 
responses and approaches
Beomsoo KIM, 
Barun ICT Research Center, 
Yonsei, Korea

2
Regional and Global 
Responses to Major 
Personal Data Acts
Jae-Suk Yun, CPO, 
ASML KOREA, Korea

3
Competition laws versus 
Personal Data Protection 
Acts in the major nations
Sangmi Chai, Professor, 
Ewha Women’s University, 
Korea

Topics and Presentations
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BKL is a full-service law firm established in 1980. 
An interesting anecdote involves a Netflix series drama  
“Extraordinary Attorney Woo.” One of our attorneys 
advised on the show, and many of the cases featured 
were reviewed by our colleague, who is also a good friend 
of the show's writer. The writer visited our office, where 
she was inspired by the Big Whale portrait on the wall 
and the business culture, which later influenced some key 
motifs in the show. For example, the whale that appears 
whenever the main character has a 'Eureka' moment was 
inspired by her experience here. After the show's success, 
this conference room became a highly sought-after 
location. 

The Location Information
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Atty. Ivin Ronald Alzona is the Executive Director of the National Privacy Commission 
(NPC) of the Republic of the Philippines. Before joining the NPC, he held leadership roles 
in the Department of Information and Communications Technology (DICT), including 
Assistant Secretary for National Broadband Backbone and Free WiFi/Internet Access, OIC-
Undersecretary for Regional Operations, and Assistant Secretary for Administration and 
Management.
A strong advocate for technology and privacy rights, he represents the Philippines 
internationally. He recently served as the Philippine negotiator in the Cybercrime Convention, 
drafted by the Ad Hoc Committee for a Comprehensive International Convention on 
Countering the Use of Information and Communications Technologies for Criminal Purposes. 
The negotiations, held in Vienna, Austria, and New York City, USA, aim to strengthen global 
cooperation in combating cybercrime.
Atty. Alzona earned his Juris Doctor from San Beda University – Manila in 2010 and was 
admitted to the Philippine Bar in 2011. He also holds a business management degree with 
academic distinction from the same institution.

Ivin Ronald D.M. Alzona
Executive Director, National Privacy Commission, 

Republic of the Philippines

Day 2 Keynote Speech
Navigating the Future: AI Governance and Data Privacy 

in the Philippines – A Regulatory Perspective
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In an era where artificial intelligence (AI) is rapidly transforming industries, societies, and 
governance structures, the Philippines is at a crucial moment in shaping its regulatory 
landscape for AI. As the country currently lacks formal policies directly governing AI, the role 
of the National Privacy Commission (NPC), the data privacy authority of the Philippines, is 
crucial in navigating the intersection of AI innovation, data privacy, and data protection.
This presentation, delivered by the Executive Director of the NPC, delves into the 
complexities of AI governance, focusing on the urgent need to address data privacy in 
the digital age. The speaker provides a regulatory perspective on the challenges posed by 
the advent of AI technologies, including data collection, algorithmic decision-making, and 
the ethical implications surrounding automated systems. Attendees learn how the NPC is 
preparing to tackle these emerging issues, despite the absence of formal AI policies.
By examining international best practices and frameworks, the presentation highlights 
potential pathways for the Philippines to develop a balanced approach to AI regulation—
one that fosters innovation while safeguarding individual privacy rights. Moreover, the talk 
underscores the importance of collaboration between regulators, industry stakeholders, and 
civil society in shaping a responsible AI future.
Participants leave with a deeper understanding of how AI governance, anchored in data 
privacy, empowers both technological progress and the protection of citizens’ rights.
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Hitomi Iwase
Attorney, Nishimura & Asahi, Japan

2
Jillian Chia
Attorney, SKRINE, Malaysia

1
Raina Yeung
Director of Privacy and Data Policy, Engagement, 
APAC at Meta, Singapore

Chair

Jongsoo YOON 
Attorney, Lee & Ko, Republic of Korea

Session 4
Platform Governance and AI Accountability
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Raina joined Meta in 2019 and is the Director of Privacy and Data Policy, Engagement, APAC 
for Meta. She is part of the company's global Privacy and Data Public Policy Team. She leads 
Meta's strategy, engagement, and public discussion in the APAC region on privacy and data-
related policy issues. In her role, Raina collaborates with policymakers, regulators, advocates, 
academics, and other experts on privacy and data protection issues, ensuring Meta’s products 
and features align with privacy expectations in the APAC region. She also works with experts 
in APAC to help shape legislation on data use issues, including AI, youth, and data localization.
 Raina is a lawyer by training and a former regulator, having previously worked at the Hong 
Kong Privacy Commissioner for Personal Data in the role of Assistant Privacy Commissioner 
(Legal, Policy & Research). Prior to joining the Hong Kong data protection authority, Raina had 
extensive in-house legal experience and held management positions in both Hong Kong and 
Shanghai. She served as the Assistant Chief Counsel – Head of Legal at Hong Kong Disneyland 
and was the Deputy Chief Counsel – Head of Legal at Shanghai Disney Resort during the initial 
construction stage of the project, where she led the work of setting up the legal function at 
the Shanghai Disney Resort. Raina holds a Bachelor of Laws (Hons) degree from the University 
of Melbourne, Australia.

Raina Yeung
Director of Privacy and Data Policy, Engagement, 

APAC at Meta, Singapore

Meta's Approach to Responsible AI
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With the rapid evolution of AI technology, including Generative AI, it is essential for 
different stakeholders to ensure that its development and deployment are responsible and 
transparent. This presentation shares Meta's experience in AI developments, including 
the latest introduction of Llama 3.1 and how Meta built AI responsibly. By using these 
products as examples, we aim to emphasize the importance of an open-source approach 
to benefits for safety, security, competition, and innovation in AI developments and explain 
how our approach to responsible AI has continued to guide us in addressing hard questions 
around issues such as privacy and security, fairness and inclusion, robustness and safety, 
transparency and control, and accountability and governance.
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Jillian leads the Privacy and Data Protection practice at Skrine, one of the largest law firms 
in Malaysia. She is also part of the firm's Telecommunications, Media, and Technology (TMT) 
practice.
Jillian focuses on advising local and multinational companies on data protection and privacy 
issues. Her experience includes reviewing and drafting relevant documentation such as privacy 
policies, data processor agreements, and data transfer agreements, as well as conducting 
comprehensive data protection exercises to ensure her clients' internal practices comply 
with Malaysia’s privacy and data protection laws. She is also a Certified Information Privacy 
Professional (Asia) (CIPP/A) with the International Association of Privacy Professionals (IAPP).
Jillian is well-versed in the Technology, Media, and Telecommunications industry and advises 
a wide range of global telecommunications and technology companies on their investments 
and service offerings in Malaysia.

Jillian Chia
Attorney, SKRINE, Malaysia

Responsible AI in Malaysia: 
The Role of Data Protection Policy
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This presentation focuses on the AI landscape in Malaysia, particularly the regulatory 
environment and proposed plans to regulate AI, as well as the challenges Malaysia faces in 
this area. Additionally, the discussion covers laws that impact the implementation of AI in 
Malaysia, such as the country’s personal data protection and cybersecurity regimes.
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Hitomi Iwase is a partner in Nishimura & Asahi’s IP/IT practice. She handles patents, 
copyrights, trademarks, trade secrets, and other IP-related matters across multiple business 
sectors, including IT, life sciences and healthcare, machinery, food, fashion, environment and 
energy, entertainment, financial services, and e-commerce. Hitomi’s expertise encompasses 
all forms of IP transactional work, both cross-border and domestic, including licensing, 
strategic alliances, joint development, and asset transfers, as well as various types of IP 
disputes, including patent and trademark infringement litigation.
Hitomi regularly advises clients on emerging legal issues related to the latest technology, such 
as IoT and artificial intelligence (AI), as well as on complex system-related transactions and 
disputes. In the area of data privacy, Hitomi provides extensive advice on data protection and 
privacy compliance, including establishing global compliance systems and handling incidents 
such as data breaches. She also advises on related areas such as e-commerce, advertising, 
and consumer protection.

Hitomi Iwase
Attorney, Nishimura & Asahi, Japan

Regulatory Landscape for Generative AI in Japan: 
Insights and Outlook
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Japan's approach to regulating Generative AI is characterized by a soft law framework, 
while existing laws (such as the Act on the Protection of Personal Information (APPI), 
the Copyright Act, etc.) apply to the development or use of Generative AI depending 
on the industry or the nature of the AI. In April 2024, the Ministry of Internal Affairs and 
Communications and the Ministry of Economy, Trade and Industry issued the "AI Guidelines 
for Businesses." These guidelines provide 10 guiding principles, including fairness, 
transparency, and accountability, as well as practical guidance for AI developers, providers, 
and users.
This presentation also covers the legal issues surrounding Generative AI, such as potential 
violations of the APPI and copyright infringement, and examines what platforms need to do 
to manage the risks associated with developing and providing Generative AI.
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Jeong-soo is a data protection and privacy policy expert at the Personal Information Protection 
Commission (PIPC) in South Korea. In her current role, she focuses on cross-border data 
transfer policy, engaging in activities ranging from planning amendments to legislation 
to negotiating with data protection authorities worldwide, including the European Union. 
Jeongsoo is also responsible for implementing the Korean adequacy system, which was 
established in September 2023.
Prior to joining the PIPC, she worked at the Korean Communications Commission (KCC), 
where she specialized in data protection and international cooperation initiatives, including 
the APEC Cross-Border Privacy Rules (CBPR), EU Adequacy, and various other international 
commitments.

Jeongsoo LEE
Deputy Director, Personal Information Protection Commission, 

Republic of Korea

South Korea's Regulatory Framework
 for Cross-Border Data Transfer Policies
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In this presentation, you can expect a comprehensive introduction to Korean legislation 
concerning cross-border data transfers. It begins with a brief historical overview of the 
legislative framework, followed by an explanation clarifying the scope and application.
Additionally, the presentation details the amended legislation enacted in September 2023, 
which enhances the mechanisms for safe cross-border transfers. This includes provisions 
for certification and equivalency recognition, which form part of Korea's adequacy system.
Furthermore, the presentation explores potential future developments in cross-border 
transfer regulations, considering the increasing global demand for such transfers.
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Brief History of Cross-border Transfer Regulation

How to protect the ‘cross-border data transfer’?

Scope of the Application (PIPA vs FSA)

5 ways for Cross-border Transfer from Korea

Going Forward (More ways)

Contents

1

2

5

2

3

4

Cross-border Transfer
Policy in South Korea

October 18, 2024
Jeongsoo Lee / Deputy Director

Personal Information Protection Commission(PIPC)
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3

2. How to protect ‘cross-border transfer’

① Why additional protection on Cross-border 
transfer needed? → Risks of being transferred to the 
new jurisdiction with different level of data protection

② ‘Risk’ should be controlled and minimized
→ Proper safeguard should be taken before transfer is allowed, 
and data subject shall be noticed of the cross-border transfer

③ Protection after transfer
→ PIPC can take action on transfers with violation, and may 
order the suspension of data transfer, but as a final resolution

1.Brief History 

▪ Stage 1 (~2020) : Separated Laws

-Personal Information Protection Act, Network Act, Financial Service Act… etc.

▪ Stage 2 (2020~2023) : One law, Two rules

▪ Stage 3 (2023~ ) : One law, One rule + More ways of Transfer

▪ Stage 4(?) : More flexibility, but maintain safe protection
1
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• Data Subject Consent :
The consent should be separate with other consents, and freely given.

• Special rules in specific laws
• Entrustment/Storage which are necessary for 

concluding/implementing contract with Data Subject
• (NEW) Certification (recognized by the PIPC)

• (NEW) Equivalency of the protection level (recognized by the PIPC)
: Korean “Adequacy” System (similar with the EU one)

5

4. 5 Ways for Cross-border Transfer

❖ Mechanisms for transfer (Sep 2023)

• In which case PIPA or Credit Information Act(CIA) applies:
1. “Personal Credit Information” falls under CIA / supervised by FSC

2. PIPA as a general law, it applies when FSA does not regulate (§3 CIA)

3. Cross-data Transfer : PIPA applies (Every Personal Information including PCI) 

• Scope of Application:

4

3. Scope of Application in Korea

Personal Information
(except Personal Credit Information)

Personal Credit Information

General Rule (Collection, use, 
third-party provision…)

PIPA CIA

Cross-border Data Transfer PIPA NO rule in CIA
→ PIPA
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▪ Standards Contractual Clause (SCC)

▪ Binding Corporate Rules (BCRs)

▪ Consideration of the exceptional cases for public purposes 

(e.g. public health, public security, inter-government cooperation…)

▪ Reconsideration of the role of the 'data subject consent’

6

5. Going Forward (more ways)

❖ Consideration of more ways

• ‘Essentially equal level of protection’→ Transfer to that jurisdiction

• Criteria for Adequacy/Equivalency Assessment
1. Principles of data protection & Data subject rights guarantee
2. Independent supervisory authority
3. Legitimate basis/redress of Government Access (by public institution)
4. Effective redress mechanism for Korean data subject
5. Data Protection Authority which can mutually cooperate with the PIPC

• PIPC Secretariat – Expert Committee – Related agencies – PIPC
5

4. 5 Ways for Cross-border Transfer

❖ Korean ‘Adequacy’ Decision
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Huyen-Minh is a senior associate in the Intellectual Property and Technology practice in 
Vietnam. She possesses in-depth expertise in advising both foreign and local companies 
on navigating the complexities and uncertainties of evolving and divergent local data privacy 
laws, as well as identifying vulnerabilities and recommending robust data protection policies 
to ensure compliance with prevailing regulations and industry standards. She is also an 
active policy advocate in the areas of data protection, cybersecurity, and technology, with a 
worldview and cultural nuances informing her policy approach.
Huyen-Minh’s clients span diverse industries, including banking and finance, payment 
services, insurance, technology, food and beverages, manufacturing, and retail.

Huyen-Minh Nguyen
Senior Associate, BMVN International LLC, Vietnam

Data Sovereignty in Vietnam: 
Legal Requirements, Enforcement Trends, 

and Global CBPRs Interactions
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Imposing data localization requirements is one way Vietnam asserts its sovereignty 
over data. The first data localization requirement was introduced in Vietnam under the 
Cybersecurity Law of 2016, which broadly applies to all offshore and onshore enterprises 
providing services on the Internet and processing certain data generated by and pertaining 
to service users in Vietnam. However, due to a lack of guidance from local authorities and 
the absence of a legal mechanism to enforce it, the requirement remained unenforceable 
for years. In 2022, the Government issued Decree 53 to clarify the data localization 
requirements under the Cybersecurity Law of 2016. Decree 53 significantly limits the cases 
in which companies are required to localize their data in Vietnam, with different sets of 
triggering conditions applying to offshore and onshore enterprises.
This presentation discusses the requirements of the Cybersecurity Law of 2016, Decree 
53, and enforcement trends over the last few years. It also explores several new regulations 
that attempt to introduce additional cross-border data restrictions, such as the Data Law 
and the draft decree guiding the Law on Telecommunications, and how these may interact 
with or hinder the application of Global Cross-border Privacy Rules in Vietnam.
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Dominic Edmondson is a special counsel in Baker McKenzie's Hong Kong office and a member 
of the Firm's Intellectual Property Practice Group. His practice focuses on global data privacy 
and data protection, information technology advisory work, IT sourcing and transactions, 
cybersecurity, e-commerce, telecommunications, and digital media, as well as both 
contentious and non-contentious intellectual property matters. He works with clients across 
all sectors, particularly in technology, media and telecommunications, automotive, financial 
services, consumer goods and retail, and healthcare and life sciences. As a Mandarin speaker, 
Dominic spent four years advising clients on intellectual property strategy and enforcement in 
Mainland China (Beijing) before moving to Hong Kong to expand his practice to include data 
privacy and technology transactions. He is admitted to practice law in England and Wales and 
in Hong Kong.
Dominic has a keen interest in AI, big data, and distributed ledger technology, and their impact 
on business in the Greater China region and more broadly in Asia. He has recently been 
advising clients on their AI governance strategies.

Dominic Edmondson
Special Counsel, Baker McKenzie, Hong Kong

Global Cross-Border Transfers: A Comparative 
Analysis of China, Hong Kong, and Beyond
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This presentation focuses on the challenges of enabling cross-border data flows while 
complying with data sovereignty laws. First, the discussion covers how conflicting laws 
across countries can complicate data transfers and analyzes data localization requirements 
in various countries, such as China. Next, it analyzes the effectiveness of Global Cross-
Border Privacy Rules (GCBPRs) in facilitating cross-border data transfers and explores the 
challenges of achieving widespread adoption, using the APEC Cross-Border Privacy Rules 
(CBPR) system as an example. The presentation examines its role in enabling secure data 
flows while protecting privacy and provides examples of how this system has been used by 
participating countries.
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An Illustration of Modern 
Data Flows

2Source: Changes in Global Data Flow Between Regions Source. McKinsey Global Institute. (2016, March)

18 October 2024 | Dominic Edmondson, Baker McKenzie Hong Kong 

Navigating Data Sovereignty and 
Cross-Border Data Transfers in APAC
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Overview of CBDT Standard Contractual 
Clauses (SCCs)

4

Pre-approved model contractual clauses that are to be adopted or can be 
incorporated into the underlying commercial agreement between the transferor and 
the recipient 

Purposes
 To satisfy the legal requirement of ensuring the overseas recipient protects the 

data by the same standards as those imposed by the originating jurisdiction 
 To simplify compliance, as entering into SCC is often an alternative mechanism to 

other more stringent requirements (e.g., obtaining regulatory approval, obtaining 
data subject consent)

Selected APAC Jurisdictions with a form of 
restriction on CBDTs

3

LocalizationOverseas Privacy 
Safeguards

Regulatory 
Approval

Risk 
AssessmentConsent Jurisdiction

Australia 


China 
(Mainland)

Hong Kong

Indonesia 

Japan

Malaysia

Singapore

Rep. Korea
Please refer to Baker McKenzie's Global Data Privacy and Cybersecurity Handbook for details 
(https://resourcehub.bakermckenzie.com/en/resources/global-data-privacy-and-cybersecurity-handbook)
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Other APAC Jurisdictions with SCCs

6

Australia 
(no national 

SCCs, state-level 
SCCs only)

New Zealand
(model contractual 

clauses)

Philippines 
(no national SCCs, 

but encourages 
businesses to adopt 
international SCCs)

Thailand 
(no national SCCs, 
and parties must 

adopt international 
SCCs with specific 

regulatory 
modifications)

Examples of APAC Jurisdictions with SCCs

5

China (Mainland)

 Can be used as a transfer 
mechanism provided:

 Not a critical information 
infrastructure operator

 No important data

 Does not process PII of 
>1 million data subjects 
or export >100,000 data 
subjects’ data (or 
>10,000 data subjects’ 
sensitive PII) annually

Hong Kong

 SCCs are recommended only 
as the statutory provision on 
cross-border data transfer in 
the PDPO is not currently in 
force

 Specific SCCs have recently 
published for data transfer 
within the Greater Bay Area 
(but limited uptake)

ASEAN

 Applicable to data transfers 
from and/or within ASEAN 
countries

 Modular approach (similar to 
EU SCC) 

 May be amended to suit 
business needs (provided 
consistent with the principles of 
the ASEAN Framework on 
Personal Data Protection)
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Examples of CBPRs

8

 Organisation for Economic Co-operation and Development (OECD) 
Privacy Guidelines

 Asia-Pacific Economic Cooperation (APEC) CBPR system 
 Global CBPR system 
 ASEAN Framework on Personal Data Protection
 General Data Protection Regulations (GDPR) (within EU/UK)
 US Data Privacy Framework (DPF)

 EU-US DPF
 UK Extension to the EU-US DPF
 Swiss-US DPF

What are Cross-Border Privacy Rules (CBPRs)?

7

A voluntary data privacy 
certification that companies 

can use to certify their 
global operations through a 

single process

Includes certification 
processes for businesses, 

ensuring they adhere to the 
privacy principles outlined 

in the framework

The privacy practices of 
companies certified under 
the CBPR system carry a 
seal of compliance that is 

recognizable across 
participating CBPR 

economies

Benefits
 Ensure appropriate level of privacy protection for personal data
 Promote consistent baseline protections across jurisdictions
 Builds consumer trust in data transfers
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APEC CBPR System

10

 Requires data controllers to implement data privacy 
policies consistent with the APEC Privacy Framework

 Enforced by individual countries' privacy enforcement 
authorities 

 A voluntary, enforceable, international, accountability-
based system that is based on the APEC Privacy 
Framework

 Aim: facilitate compliant and safe cross-border data 
transfers between participating economies

Procedure
Step 2 Step 3 Step 4 Step 5Step 1

Reach out to recognized 
Accountability Agents

Self-assessment

Review, examination and analysis 
by Accountability Agents

Re-apply for 
certification every year

Obtain certification and be listed on 
the Directory as a recognized 

company

APEC CBPR System

9

Participating economies:

Canada Chinese 
Taipei

Japan USA

South Korea Mexico

Philippines Australia

Singapore
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APEC CBPR System

12

Questionable Effectiveness (according to APEC Business Advisory Council Singapore)

 Low participation by countries and businesses
 Only 9 out of 21 APEC economies are participating in CBPR
 Only 5 economies have fully implemented the system in their jurisdictions 

with the appointment of Accountability Agents
 Only slightly more than 60 companies have been CBPR certified

 Low awareness by small businesses
 Low recognition as an adequate transfer mechanism in law
 Most businesses prefer the alternative mechanisms (e.g., SCCs)
 Non-alignment with / recognition by international privacy frameworks (e.g., 

GDPR)

APEC CBPR System

11

Reduce Cost 
and Time 

Build trust and 
confidence

Provide 
assurance

Demonstrate 
good faith 
compliance 
Shortcomings

Benefits
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A Stickier Problem: Conflict of Laws

14

 Some jurisdictions may have laws compelling 
transfer of data stored overseas for law enforcement 
or litigation purposes

 Overseas jurisdiction may expressly prohibit/have 
no exemption for CBDTs for such purpose

Solution: Global CBPR System?

13

Current progress: Creation of a Global CBPR Forum 

Aims of the Forum
 Establishment of an international certification system based on 

APEC CPBR
 Promoting interoperability with other data protection and privacy 

frameworks

Potential future steps 
 Better alignment between CBPR requirements with GDPR (i.e., 

obtaining EU approval of the CBPR as an adequate data protection 
measure)

 Amendment of local laws to expressly recognize the legal status of 
CBPR certifications 
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Conflict of Laws – Case Studies

15

Google Warrant Case (2017) in USA

 The Court ordered Google to produce account data 
in servers outside the US to FBI for use in criminal 
investigations 

 What if the data is stored in China (Mainland) 
which prohibits CBDT even for law enforcement 
purposes (unless specifically approved)?

New Frontier Case (2024) in 
Cayman Islands

 New Frontier was a party to a Cayman Island 
litigation and was ordered to disclose numerous 
corporate documents stored in China (Mainland)

 New Frontier sought an indefinite extension of time 
for disclosure as there is no mechanism for 
obtaining Chinese approval under PIPL and the 
Cybersecurity Law

 The Court acknowledged that the restrictions in CL 
and PIPL are engaged, and New Frontier faced a 
"low to moderate" risk of prosecution in the 
Chinese Mainland

 However, the Court refused to grant the extension 
despite the risks
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Joseph Hyun-Tae Kim is a Professor in the Department of Statistics and Data Science at 
Yonsei University and serves as the CEO of Greta Inc. He is the Principal Investigator of the 
BK21 research group 'Interdisciplinary data science education and research based on big data' 
at Yonsei University. Professor Kim also holds the position of Associate Dean at the Graduate 
School of Economics and is the Director of the Institute of Data Science at Yonsei University. 
He earned his Ph.D. in Actuarial Science from the University of Waterloo in Canada and 
completed his undergraduate studies with a BS in Statistics from Seoul National University 
in Korea. With his extensive academic background and leadership roles, Professor Kim 
contributes significantly to the fields of statistics, data science, and interdisciplinary research.

Joseph Hyun-Tae Kim
Professor, Yonsei University, 

Department of Applied Statistics, Republic of Korea

Exploring Utility and Privacy in Synthetic Data
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Synthetic data is becoming increasingly popular as a valuable resource for data-driven 
decision-making and machine learning, particularly in contexts where privacy and data 
security are paramount. However, creating synthetic data requires a careful balance 
between utility—ensuring the data remains useful—and privacy, aimed at safeguarding 
sensitive information from exposure. This presentation delves into these two key aspects of 
synthetic data and illustrates them through an auto insurance example. Additionally, insights 
from industry experience as the CEO of a synthetic data startup are shared to provide 
practical perspectives.
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Trade-off between data utility and privacy

•Many insurance datasets contain private or sensitive 
information
• Not allowed to share or distribute (even within the firm)
• Current practice uses anonymization techniques, eg, adding 

noise, aggregating, and top or bottom coding, …
• Anonymization techniques lead to substantial loss in 

utility (information) of the dataset
• Trade-off between data utility and privacy is well-known
• Data utility gets lower as stronger anonymization is enforced

1

Exploring Utility and Privacy in Synthetic Data

APB Forum 2024

Joseph (Hyun Tae) Kim
Dept. Statistics & Data Science
Yonsei University
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4

Benefits of using synthetic data in insurance
• Fast model building and testing:

• Synthetic can be freely shared and distributed within the firm (not subject to 
regulations/compliance)

• Using synthetic datasets, insurer can test and develop new products faster. 
• Data Augmentation: 

• When available real datasets are limited, it can supplement real datasets
• This can boost the performance of ML models with additional training sets

• Bias correction:
• Synthetic data can correct bias with relevant information
• eg, For similar insurance products, loss experiences are generally different because of different 

marketing channels, etc. You can adjust the bias and use for a new product

• Noise reduction: 
• Synthetic data generators (fitted model or trained algorithm) often control/suppress outliers 

or noise, so generated synthetic datasets tend to be cleaner and easier to be further used

• Dataset transactions:
• Firms (banks, insurers, Telecom, etc) can put up their synthetic datasets to the market for 

selling, buying and combining

3

Emergence of synthetic data

• Generated data that mimics the characteristics of real data
• Key is to preserve the underlying statistical structure of the 

original dataset (both marginally and jointly)
• Practically impossible to re-identify the individual, so not 

subject to data-protection regulations 
• The quality of synthesis depends on the generator used

< Original data >
< Synthetic data >

< Synthetic data >< SD Generator >
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Technical aspects of data synthesis
•Optimal utility-privacy trade-off:
• Good synthetic data preserves the statistical properties of the 

original data as much as possible
• And, at the same time, minimizes the privacy risk 
• Need find an optimal compromising area, or the sweet spot

•Quantifying the data utility and privacy protection for a 
given dataset is important
• Currently active research area
• Researchers have introduced measures for either data utility or 

privacy protection, separately

5

Synthetic data: Real world cases 
• OpenAI, Facebook, Microsoft, IBM Watson AI Lab use synthetic datasets 

to train AI/ML models
• Amex & JP Morgan use synthetic financial data to improve fraud detection
• Roche is using synthetic medical data for clinical research
• US Census Bureau has been providing synthetic datasets since 2013 on 

detailed socioeconomic and demographic info at individual level
• UK National Health Service has been providing synthetic datasets on 

patients info from 2018
• German insurer Provinzial used synthetic data for a predictive model to 

identify new customers and their potential needs 
(https://www.statice.ai/post/synthetic-data-for-predictive-analytics)



182

The 13th Asia Privacy Bridge Forum 2024
International Collaborations in Trustworthy AI Governance and Privacy

8

Utility measures: Global vs. specific
•Global Utility: 
• Focuces on the overall usefulness of a synthetic dataset for a 

broad range of different analyses.
• If synthetic data maintain key statistical properties of the 

original data (moments, correlations, etc), its utility is high
• More sensible than specific utility measure since users often try 

many different analyses with the same data
• Eg: propensity-MSE (p-MSE), Clustering Analysis Measure 

(CAM), Data Utility & Privacy Index (DUPI), other metrics that 
can measure the distributional similarity (eg, K-L, Hellinger, 
Wasserstein distance) 

7

Utility measures: Global vs. specific
• Analysis-specific Utility:
• Focuses on the effectiveness of a synthetic dataset for a 

particular task or analysis
• For example, when a specific regression analysis is needed, data 

synthesis can be optimized to work well for this task. Then the 
utility is measured by comparing the coefficients (parameters)
• If the parameter estimates and their C.I. between the real and 

synthetic datasets are similar, the utility is deemed high
• However, increasing performance for a special task may 

decrease performance in other analyses or applications
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DUPI
•Many synthetic data measures so far are:
• One-sided: can measure either utility or privacy risk
• Unstable: p-MSE and DP are known to be sensitive to the 

datasets and often unreliable.
•DUPI (Data Utility & Privacy Index) is a new kid on the 

block:
• It is a global measure
• It can measure utility and privacy risk simultaneously; and tells 

an optimal (ideal trade-off) point 
• It is distribution-free

9

Privacy protection measures
• Privacy protection measure evaluates the degree of 

disclosure risk in the synthetic dataset
• It is less explored in the literature because it is hard to 

quantify how much sensitive information has been 
leaked
• Examples 
• Traditional: k-anonymity, l-diversity, and t-closeness 
• Modern: Differential privacy (DP) 
• For synthetic data: TCAP (categorical only), DUPI
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DUPI and its plot

DDUUPPII  pplloott  ffoorr  ssyynntthheettiicc  AAuuttoo  iinnssuurraannccee  ddaattaa::

• Horizontal axis: Utility index (UI)
• Vertical axis: Privacy index (PI)
• Curve: Possible UI PI trade-off positions.
• Optimal position: Cross point of two dashed lines.
• Synthetic dataset exhibits lower privacy protection in exchange for higher utility.
• UI score = 106.85 and PI score = 88.51

11

DUPI
•DUPI is based on the probabilistic distance of the 

synthetic data from the original data
• If the distance is too small, both datasets are too similar → 

High utility but low privacy protection, vice versa
• The distance is measured point-wise between two datasets
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Synthetic vs. Original (excerpt)

14

Case study: Auto insurance data
•Source: Auto insurance data collected by TUM (Tech. 

Univ. of Munich), published at Caggle
•Variables: age, ins.buy, marital.stat, …, edu.level, 

with n=3820 (after cleaning)
•Synthesis method: CART (Classification & Reg Tree)
•We now compare the two datasets from various 

aspects
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Comments (from my experience)
• There are a wide range of synthetic data generators

• Statistical methods tend to be better than DL models for 
tabular data (for now)

• Many generators are open-source
• You can try these algorithms for free
• Some of them require hyper parameter tuning
• Computational cost explodes as the data gets larger; may 

need to modify the algorithm for large datasets
• Domain knowledge matters

• Synthesizing blindly leads to poor synthetic datasets
• Some variables cannot take (-)ve values, but the generator 

may not know that
• Hierarchical variables (CI > cancer > melanoma) must be 

treated carefully
• Causality between variables, if any, is important to know 
• Time series variables are more difficult to synthesize

My startup company: 
(est. 2021)
-Synthetic data solution
-Generation & valuation
   of synthetic datasets

16

Specific analysis: Logistic regression comparison
• Set Y=ins.buy and the remaining 

variables are predictors

• As Y is binary (0/1) a logistic regression is 
done and the results are compared

• Below: ROC                        Right: Reg coeff
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•Thank you
My e-mail: jhtkim@yonsei.ac.kr

18
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